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Introduction

What are the causes of the evolution of complex cognition? Discussions of the evolution of
cognition sometimes seem to assume that more complex cognition is afundamenta advance
over less complex cognition, as evidenced by a broad trend toward larger brainsin evolutionary
history. Evolutionary biologists are suspicious of such explanations since they picture natura
selection as a process leading to adaptation to local environments, not to progressive trends.
Cognitive adgptations will have cogts, and more complex cognition will evolve only when its
locd utility outweighs them.

In this chapter, we argue that Cenozoic trends in cognitive complexity represent
adaptations to an increasingly variable environment. The main support for this hypothessisa
correlaion between environmenta deterioration and brain Sze increase in many mammalian

lineages.

Wewould dso like to understand the sorts of cognitive mechanisms that were favored in
building more complex cognitions. The problem is difficult because little data exists on the
adaptive tradeoffs and synergies between different cognitive strategies for adapting to variable
environments. Animas might use information rich, innate decison-meking abilities, individua
learning, socid learning, and, at least in humans, complex culture, done or in various
combinations, to create sophisticated cognitive systems.

We begin with a discusson of the corrdlated trends in environmenta deterioration and
brain sze evolution and then turn to the problem of what sorts of cognitive strategies might have
served asthe impetus for brain enlargement.

Rio-Plesocene Climate Deterioration

The deterioration of dimates during the last few million years should have dramaticaly
increased selection for traitsincreasng animas’ abilities to cope with more varigble
environments. These traits include more complex cognition. Using avariety of indirect measures
of past temperature, rainfal, ice volume, and the like, mostly from cores of ocean sediments,
lake sediments, and ice caps, paeoclimatol ogists have constructed a stunning picture of dimate
deterioration over the last 14 million years (Lamb, 1977; Schneider and Londer, 1984; and
Dawson, 1992; Partridge, et d., 1995). The Earth’ s mean temperature has dropped severa
degrees and the amplitudes of fluctuations in rainfdl and temperature have increased. For
reasonsthat are as yet ill understood, glaciers wax and wane in concert with changes in ocean
circulation, carbon dioxide, methane and dust content of the atmosphere, and changesin



average precipitation and the ditribution of precipitation. The resulting pattern of fluctuation in
climate is very complex. Asthe deterioration has proceeded, different cyclica patterns of glaciad
advance and retreat involving al these variables have dominated the pattern. A 21,700 year
cycle dominated the early part of the period, a 41,000 year cycle between about 3 and 1 million
years ago, and a 95,800 year cycle the last million years.

Thiscydlic variation is very dow with respect to the generation time of animads, and is not
likely to have directly driven the evolution of adaptations for phenotypic flexibility. However, the
increased variance on time scales of the mgor glacia advances and retreats aso seemsto be
correlated with greetly variance at much shorter time scales. For the last 120,000 years, quite
high-resolution data is available from ice cores taken from the deep ice sheets of Greenland and
Antarctica. Resolution of events lasting only alittle more than a decade is possible in ice 90,000
years old, improving to monthly after 3,000 years ago. During the last glacid, ice core data
shows that the climate was highly varigble on time scales of centuries to millennia (GRIP, 1993;
Lehman, 1993; Ditlevsen, et d., 1996). Even when the climate was in the grip of the ice, there
were brief spike-like andiorations of about athousand years duration in which the climate
temporarily reached near interglacia warmth. The intense variability of the last glacid carries
right down to the limits of the nearly 10 year resolution of the ice core data. Sharp excursons
lasting a century or less occur in estimated temperatures, atmospheric dust, and greenhouse
gases. Comparison of the rgpid variation during this period with older climatesis not yet
possible. However, an internal comparison is possible. The Holocene (the last rdatively warm,
ice free 10,000 years) has been a period of very stable climate, at least by the standards of the
lagt glacid. At the decadd scde, last glacid climates were much more varigble than in the
Holocene. Holocene weether extremes have quite significant effects on organisms (Lamb,
1977). It is hard to imagine the impact of the much greater variation that was probably
characterigtic of mogt if not al of the Pleistocene. Hoods, droughts, windstorms, and the like,
which we experience once a century might have occurred once a decade. Tropica organisms
did not escape the impact of climate variation; temperature and especidly rainfal were highly
variable at low latitudes (Broecker, 1996). During most periods in the Pleistocene, plants and
animas must generdly have lived under conditions of rgpid, chaotic, and ongoing
reorganizations of ecologica communities as species ranges adjusted to the noisy variation in
climate. Thus, since the late Miocene organisms have had to cope with increasing variability in
many environmenta parameters a time scaes on which strategies for phenotypic flexibility
would be highly adaptive.

Brain Size Evolution in the Neogene

Mammals show clear Sgns of responding to climate deterioration by developing more
complex cognition. Jerison’'s (1973) classic study of the evolution of brain Sze documents mgjor



trends towards increasing brain sze in many mammalian lineages that pergst up through the
Pleistocene. Thetime trends are complex. There is a progressve increase in average
encephdization (brain Sze relative to body sze) throughout the Cenozoic. However, many
reaively samdl-brained mammals pergst to the present even in orders where some species have
evolved large brains. The diversity of brain Sze increases toward the present. Mammals
continue to evolve under strong selective pressure to minimize brain Size (See section on
cognitive economics below), and those that effectively cope with climatic deterioration by range
changes or non-cognitive adaptations do so. Other lineages evolved the meansto exploit the
tempord and spatid variability of the environment by usng behaviord flexibility. The latter, we
suppose, pay for the cost of encephdization by exploiting the ephemerd niches that lessflexible,
amaller brained species leave under-exploited.

Humans anchor the tail of the digtribution of brain sizesin mammals, we are the largest
brained member of the largest brained mammaian order. This fact supports a Darwinian
hypothesis. Large gaps between species are hard to account for by the processes of organic
evolution. That we are part of alarger trend suggests that a generd sdlective process such aswe
propose isredly operating. Nevertheless, there is some evidence that human culture is more
than just amore sophigticated form of typica anima cognitive srategies. More on this vexing
issue below.

The largest increases in encephaization per unit time by far is the shift from Miocene and
Pliocene species to modern ones, coinciding with the Pleistocene climate deterioration. In the
last 2.5 million years encephdization increases were somewhat larger than the steps from
Archaic to Paeogene and Paeogene to Neogene, each of which represent tens of millions of
years of evolution.

Genera Purpose Versus Specid Purpose Mechanisms

To understand how evolution might have shaped cognitive adaptations to varigble
environments we need to know something about the elementary properties of menta machinery.
Psychologists interested in the evolution of cognition have generated two classes of hypotheses
about the nature of minds. A long-gtanding ideais that cognitively sophidticated mammals and
birds have evolved powerful and reatively genera purpose mentd drategies that culminaein
human intelligence and culture. These flexible genera purpose drategies replace morerigidly
innate ones as cognitive sophigtication increases. For example, Donald Campbel | (1965, 1975)
emphasized the generd smilarities of dl knowledge acquiring processes ranging from organic
evolution to modern science. He argued that even a quite fallible cognitive gpparatus could
neverthel ess obtain workable menta representations of a complex variable environment by tria
and error methods, much as natura selection shapes random mutations into organic adaptations.



Bitterman’s (this volume) empirica argument that Smple and complex cognitions use rather
amilar learning drategiesis akindred proposd. Jerison (1973) argued that the main region of
enlargement of bird and mamma brains in the Cenozoic has been the forebrain, whose
structures serve rather generd coordinating functions. He believes that it is possible to spesk of
intelligence abgiracted from the particular cognition of each species, which he characterizes as
the ability to construct perceptua maps of the world and use them to guide behavior adaptively.
Eddman’s (1987) theory of neurond group sdection is based on the argument that
developmenta processes cannot specify the fine details of the development of complex brains
and hence that much environmenta feedback is necessary just to form the basic categories that
complex cognition needs to work. This argument is consstent with the observation that animas
with more complex cognition require longer juvenile periods with lots of “play” to provide the
somatic selection of the fine details of synaptic structure. On Eddman’s argument, alarge
messure of phenotypic flexibility comes as aresult of the developmenta congtraints on the
organization of complex brains by innate programming. If cognition isto be complex, it must be
built using structures that are underdetermined at birth.

Againg generd- purpose hypotheses, there has long been the suspicion that animal
intelligence can only be understood in relationship to the habitat that the specieslivesin (Hinde,
1970: 659-663). Naturd selection isamechanism for adapting the individuals of a speciesto
particular environmentd challenges. It will favor brains and behaviors specidized for the niche of
the species. Thereis no reason to think that it will favor some generd capacity that we can
operationalize as intelligence across species. A recent school of evolutionary psychologists has
gpplied thislogic to the human case (Barkow, Cosmides, and Tooby, 1992; Pinker, 1997;
Shettleworth, this volume). The brain, they argue, even the human brain, is not a generd
problem solving device, but a collection of modules directed at solving the particular chalenges
posed by the environments in which the human species evolved. Generd problem solving
devices are hopdesdy clumsy. Towork at al, amenta problem-solving device must make a
number of assumptions about the structure of its world, assumptions that are likely to hold only
locally. Jack of al trades, master of none. Human brains, for example, are adapted to lifein
amd|-scae hunting and gathering societies of the Pleistocene. They will guide behavior within
such societies with considerable precision but behave unpredictably in other Situations. These
authors are quite suspicious of the idea that culture alone forms the basis for human behaviora
flexibility. As Tooby and Cosmides (1992) put it, what some take to be culturd traditions
tranamitted to relatively passve imitatorsin each new generation could actudly be partly, or
even mainly, “evoked culture,” innate information that leads to smilar behavior in parents and
offgoring smply because they live in amilar environments. On this mode, human cognition is
complex because we have many content rich, specid purpose innate agorithms, however much
we a'so depend upon transmitted culture.



This debate should not be trividized by erecting straw protagonists. On the one hand, it is
not sensble for defenders of cognitive generalism to ignore that the brain is a complex organ
with many speciaized parts, without which no mental computations would be possible. No
doubt, much of any anima’s menta apparatus is keyed to solve niche specific problems, asis
abundantly clear from brain comparative anatomy (Krubitzer, 1995) and from performance on
learning tasks (Garcia and Koelling, 1966, Poli, 1986). Learning devices can be only relatively
generd; dl of them must depend upon an array of innate processing devices to interpret raw
sense data and evaluate whether it should be treated as significant (an actua or potentia
reinforcer). The more general alearning ruleis, the wesker it isliable to be.

On the other hand, one function of al brainsisto ded with the unforeseegble. The
dimengondity of the environment is very large even for narrow specidigts, and even larger for
weedy, succeeds-everywhere species like humans. Being pre-programmed to respond
adaptively to alarge variety of environmenta contingencies may be costly or impossible. If
efficient learning heurigtics exigt that obviate the need for large amounts of innate information,
they will be favored by selection.

When the situation is sufficiently novd, like mogt of the Situations that rats and pigeons face
in a Skinner Boxes, every speciesisforced to rely upon what is, in effect, avery generd
learning capability. An extreme version of the specid purpose modules hypothesis would predict
that animds should behave completely randomly in environments as nove as they usudly facein
the laboratory. The fact that adaptive behavior emerges at dl in such circumstancesis a clear
disproof of such an extreme position. Likewise, humans cannot be too tightly specidized for
living in smdl hunting and gathering societies under Pleistocene conditions. We are highly
successful in the Holocene using far different socid and subsistence systems.

A Role For Socid Learning In Varigble Environments

Our own hypothessisthat culture plays alarge role in the evolution of human cognitive
complexity. The case for arole for socid learning in other animalsis weaker and more
controversd, but well worth entertaining. Socia learning and culture furnish amenu of heuristics
for adapting to tempordly and spatidly variable environments. Learning devices will only be
favored when environments are varigble in time or space in difficult-to-predict ways. Socid
learning is adevice for multiplying the power of individud learning. Systems of phenotypic
adaptation have cogts. In the case of learning, an individud will have to expend time and energy
in learning, incur some risksin trids that may be associated with cogtly errors, and support the
neurologica machinery necessary to learn. Socid learning can economize on the trid and error
part of learning. If kids learn from Mom, they can avoid repeating her mistakes. “Copy Mom” is
asgmple heuridtic that may save one alot of effort and be dmogt as effective as learning for



onesdf, provided the environment in one' s generation is pretty much like Mom'’s. Suppose the
ability to somehow copy Mom is combined with a smple check of the current environment that
warns one if the environment has changed significantly. If it has, one learns for onesdf. This
drategy dlows socid learners to frequently avoid learning costs but rely on learning when

necessay.

We have congtructed a series of mathematical models designed to test the cogency these
ideas (Boyd and Richerson, 1985; 1989, 1995, 1996; see also Pulliam and Dunford, 1980,
Cavdli-Sforzaand Feldman, 1973). The forma theory supports the story. When information is
costly to obtain and when there is some gtatistical resemblance between models and learners
environments, socid learning is potentialy adaptive. Sdection will favor individuad learners who
add socid learning to their repertoire so long as copying is fairly accurate and the extra
overhead cost of the capacity to copy is not too high. In some circumstances, the models
suggest that socid learning will be quite important relative to individud learning. It can be a grest
advantage reldive to a system that relies on genes only to tranamit information and individua
learning to adapt to the variation. Sdection will aso favor heurigtics thet bias socid learning in
adaptive directions. When the behavior of moddsisvariable, individuds that try to choose the
best modd by using smple heurigtics like “copy dominants’ or “go with the mgority,” or by
using complex cognitive andyses, are more likely to do well than those who blindly copy.
Contrariwisg, if it easy for individuas to learn the right thing to do by themselves, or if
environments vary little, then socid learning is of no utility.

A basic advantage common to many of the modd systems that we have studied isthat a
system linking an ability to make adaptive decisons to an ability to copy speeds up the
evolutionary process. Both naturd selection and the biasing decisions that individuas make act
on socidly learned variation. The faster rate of evolution tracks a variable environment more
fathfully, providing afitness return to socid learning.

Our modds of culturd evolution are much like the learning modd Bitterman describesin
thisvolume. In fact, one of our most basic modds adds socid learning to amode of individud
learning virtualy identicad to hisin order to investigate the inheritance- of- acquired-variation
feature of socid learning. Such models are quite Smple and meant to be quite generd. We
expect that they will apply, at least gpproximately, to mos examples of socid learning likely to
be found in nature.

Socid learning strategies could represent acomponent of generd purpose learning system.
Socid learning is potentialy an adaptive supplement to aweek, reatively genera purpose
learning rue. (We accept the argument that the more genera alearning rule is the weeker it has
to be)) However, we have modded severd different kinds of rulesfor socid learning. These



would qudify as different modules in Shettleworth’s terms (this volume). The samerule, with
different inputs and different parameter settings, can be implemented as a component of many
narrowly speciaized modules. Psychologica evidence suggests that human culture involves
numerous subsystems and variants that use avariety of patterns of transmisson and avariety of
biasing heurigtics (Boyd and Richerson, 1985). Although al non-human socid learning sysems
are, asfar as we know, much smpler than human culture, they probably obey asmilar
evolutionary logic and vary adaptively from species to species (Ladand et d., 1996; Chou and
Richerson, 1992).

In no system of socid learning have fitness effects yet been estimated; the adaptivness of
smple socid learning warrants skepticism. Rogers (1989, see a'so Boyd and Richerson, 1995)
congructed a plausible modd in which two genotypes were possible, individud learners and
socid learners. In his modd, the socia learning genotype can invade because socid learners
save on the cogt of learning for themselves. However, at the equilibrium frequency of socid
learners, the fitness of the two typesis equal. Socid learners are paradites on the learning efforts
of individud learners. Socid learning only raises the average fitness of individudsiif individua
learners aso benefit from socid learning. The wdl-studied system of socid learning of food
preferenceinratsis plausibly an example of adaptive socid learning (Galef, 1996), but the
paragitic hypothesisis yet not ruled out. Lefebvre s (this volume) data indicating a postive
corrdaion of individud and socid learning suggests an adaptive combination of individud and
socid learning, athough his data on scrounging in aviaries shows that pigeons are perfectly
willing to paraditize the efforts of others. We will be surprised if no cases of socid learning
corresponding to Rogers mode ever turn up.

The complex cognition of humansis one of the great scientific puzzles. Our conquest of the
ultimate cognitive niche seems to explain our extraordinary success as a species (Tooby and
Devore, 1987). Why then has the human cognitive niche remained empty for dl but atiny dice
of the history of life on earth, findly to befilled by a sngle lineage? Human culture, but not the
socid learning of mogt other animdss, involves the use of imitation, teaching and language to
transmit complex adaptations subject to progressve improvement. In the human system, socidly
learned congtructs can be far more sophiticated than even the most inspired individua could
possibly hope to invent. Is complex culture the essence of our complex cognition, or merely a

subsidiary part?
The Problem of Cognitive Economics

To understand how selection for complex cognition proceeds, we need to know the costs,
benefits, tradeoffs, and synergiesinvolved in usng eementary cognitive srategies in compound
architectures to adapt efficiently to variable environments. In our models we have merely



assumed cogts, accuracies, and other psychologica properties of learning and socid learning.
We here sketch the kinds of knowledge necessary to incorporate cognitive principles directly
into evolutionary modds.

Learning and decison-making require larger sensory and nervous systems in proportion to
their sophidtication, and large nervous systems are costly (Eisenberg, 1981: 235-6). Martin
(1981) reports that mammalian brains vary over about a 25-fold range, controlling for body
gze. Aidlo and Wheder (1995) report that human brains account for 16% of our basal
metabolism. Average mammals have to dlocate about only 3% of basal metabolism to ther
brains, and many marsupids get by with less than 1%. These differences are large enough to
generate sgnificant evolutionary tradeoffs. In addition to metabolic requirements, there are other
ggnificant cogts of big brains such asincreased difficulty a birth, greater vulnerability to head
trauma, increased potentid for developmental snafus, and the time and trouble necessary to fill
them with usable information. On the cost Sde, selection will favor as amdl a nervous system as

possible.

If our hypothesisis correct, animals with complex cognition foot the cost of alarge brain by
adapting more swiftly and accuratdly to variable environments. Exactly how do they do it?
Given just three generic forms of adaptation to variable environments—innate informetion,
individud learning, and socid learning—and two kinds of menta devices—more generd and
less generd purpose—the possible architectures for minds are quite numerous. What sorts of
tradeoffs will govern the nature of structures that selection might favor? What is the overhead
cost of having alarge repertoire of innate specid purpose rules? Innate rules will consume genes
and brain tissue with agorithms that may be rarely caled upon. The gene-to-mind trandation
during development may be difficult for complex innate rules. If o, acquiring information from
the environment using learning or socid learning may be favored. Are there Stuations where a
(relative) jack-of-dl-trades learning rule can out-compete a bevy of specidized rules? What is
the pendty paid in efficiency for ameasure of generdity in learning? Are there efficient heuristics
that minds can use to gain a measure of generdity without paying the full cost of generd purpose
learning device? Relatively generd purpose heuristics might work well enough over awide
enough range of environmentd variation to be dmost as good as severd sophisticated specid
purpose dgorithms, each costing as much brain tissue as the generd heuritic (See Gigerenzer
and Goldgtein, 1996, on smple but powerful heuristics).

Hypothesis building here is complicated because we cannot assume that individua learning,
socid learning, and innate knowledge are smply competing processes. For example, more
powerful or more generd learning agorithms may generdly require more innate information
(Tooby and Cosmides, 1992). More sophisticated associative learning will typicaly require
more sense data to make finer discriminations of stimuli. Sophigticated sense systems depend



upon powerful, specidized innate dgorithms to make useful information from a mass of raw data
from the sensory transducers (Shettleworth, this volume, Spelke, 1990). Hypothesis building is
aso complicated because we have no rules describing the efficiency of acompound system of
some more and some less specialized modules. For example, acentral generd- purpose
associative learning device might be the most efficient processor for such sophisticated sensory
data because redundant implementation of the same learning dgorithm in many modules might
be codly. Intense modularity in parts of the mind may favor generd- purpose, shared, central
devicesin other parts. Bitterman's (this volume) data are consstent with there being a centrd
asociative learning processor that is smilar by homology acrass most of the animd kingdom.
However, his data are aso consistent with severa or many encapsulated specia purpose
asociative learning devices that have converged on ardatively few efficient association
algorithms. Shettleworth’s (this volume) argument for modularity by analogy with perception has
apped. If the cost of implementing an association dgorithm is smdll relative to the cost of
sending sensory data large distances across the brain, selection will favor association agorithms
in many modules. However, the modularity of perception is surely driven in part by the fact that
the different sense organs must transduce very different physical data. Bitterman's (this volume)
data show that, once reduced to a more abstract form, many kinds of sense data can be
operated on by the same learning dgorithm, which might be implemented centraly or modularly.
The same sorts of issues will govern the incorporation of socid learning into an evolving
cognitive system.

There may be evolutionary complications to consder. For example, seldom used specia
purpose rules (or the extreme seldom-used ranges of frequently exercised rules) will be subject
to very wesk selection. More genera-purpose structures have the advantage that they will be
used frequently and hence be well adapted to the prevailing range of environmenta uncertainty.
If they work to any gpproximation outside this range, selection can readily act to improve them.
Narrowly specid purpose dgorithms could have the disadvantage that they can be “ caught out”
by a sudden environmenta change, exhibiting no even margindly useful variation for sdection to
sl ze upon, whereas more genera- purpose individua and socid learning strategies can expose
variaion to sdlection in such cases (Laand, et d., 1996). On the other hand, we might imagine
that thereisareservoir of variation in outmoded specid purpose agorithms, on which sdection
has logt its purchase, that furnishes the necessary variation in suddenly changed circumstances.

The high dimengiondity of the variaion of Ple stocene environments puts a sharp point on
the innate information versus learning/socid learning modes of phenotypic flexibility. Mightn't the
need for enough information to cope with such complex change by largely innate means exhaust
the capacity of the genome to store and express it? Recall Edelman’s (1987) neurond group
sdection hypothesisin this context. Immeman (1975) suggested that animals use imprinting to
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identify their parents and acquire a concept of their species because it is not feasible to store a
picture of the speciesin the genes or to move the information from genesto the brain during
development. It may be more economica to use the visua system to acquire the picture after
birth or hatching by using the smple heuridtic that the firgt living thing one seesisMom and a
member of one's own species. In ahighly uncertain world wouldn't selection favor arepertoire
of heurigtics designed to learn asrapidly and efficiently as possible?

Asfar aswe understand, psychologists are not yet in a pogtion to give us the engineering
principles of brain design the way that students of biologica mechanics now can for muscle and
bone. If these principles turn out to favor complex, mixed designs with synergistic, non-linear
rel ationships between parts, the mind design problem will be quite formidable. We want to
avoid asking slly questions andogous to “which is more important to the function of amodern
PC, the hardware or the software?” However, in our present state of ignorance, we do run the
risk of asking just such questions!

With due care, perhaps we can make alittle progress. In this chapter, we use a method
frequently use by evolutionary biologists, dubbed “srategic modeling” by Tooby and Devore
(1987). In dtrategic modding, we begin with the tasks that the environment setsfor an organism
and attempt to deduce how natural selection should have shaped the species adaptation to its
niche. Often, evolutionary biologists frame hypothesesin terms of mathematical mode's of
dternative adaptations which predict, for ingtance, what foraging or mate choice Strategy
organisms with a given generd biology should pursue in a particular environment. Thisisjus the
sort of modeling we have undertaken in our sudies of socid learning and culture. We ask: how
should organisms cope with different kinds of spatidly and temporaly variable environments?

Socid Learning Versus Individud Learning Versus Innate Programming?

Increasesin brain size could signd adaptation to variable environments viaindividua
learning, socid learning, or more sophigticated innate programming. Our mathematical models
suggest that the three systlems work together. Most likely increasesin brain size to support more
sophisticated learning or socid learning will dso require at least Some more innate programming.
Thereislikely an optima baance of innate and acquired information dictated by the structure of
environmenta varigbility. Given the tight cost/benefit constraints imposed on brains, at the
margin we would expect to find a tradeoff between socid learning, individud learning, and
innate programming. For example, those species that exploit the most variable niches should
emphasze individua learning while those that live in more highly autocorrelated environments
should devote more of their nervous systems to socid learning.

11



Lefebvre (this volume) reviews studies designed to test the hypothesis that socid and
opportunistic species should be able to learn socialy more easily than the more conservetive
gpecies, and the consarvative species should be better individud learners. Surprisingly, the
prediction fails. Speciesthat are good socia learners are dso good individua learners. One
explanation for these resultsis that the synergy between these systemsiis strong. Perhaps the
information-evauating neurd circuits used in socid and individud learning are partly or largely
shared. Once animals become socid, the potentia for socid learning arises. The two learning
systems may share the overhead of maintaining the memory storage system and much of the
machinery for evaluating the results of experience. If so, the benefitsin qudity or rate of
information gained may be large rdaive to the cost of smdl bits of specidized nervous tissue
devoted separately to each capacity. If members of the socia group tend to be kin, investments
inindividud learning may aso be favored because sharing the results by socid learning will
increase inclugive fitness. On the other hand, Lefebvre notes that not dl learning abilities are
positively correlated. Further, the correlaion may be due to some quite smple factor, such as
low neophobia, not amore cognitively sophisticated adaptation.

The hypothesis thet the brain tissue tradeoff between socid and individud learning is small
resonates with what we know of the mechanisms of socid learning in most soecies. Galef
(1988, 1996), Laand et a. (1996), and Heyes and Dawson (1990) argue that the most
common forms of socid learning result from very smple mechanisms that piggyback on
individua learning. In socid species, naive animals follow more experienced parents, nestmates,
or flock members as they traverse the environment. The experienced animads select highly non
random paths through the environment. They thus expose naive individuas to a highly selected
st of gimuli that then lead to acquigition of behaviors by ordinary mechaniams of reinforcement.
Socia experience acts, essentidly, to gpeed up and make less random the individud learning
process, requiring little additiona, specidized, menta capacity. Socid learning, by making
individua learning more accurate without requiring much new neura machinery, tips the sdlective
balance between the high cost of brain tissue and advantages of flexibility in favor of more
flexibility. Asthe quality of information stored on amental map increases, it makes sense to
enlarge the scde of maps to take advantage of that fact. Eventudly, diminishing returns to map
accuracy will limit brain sze.

Once again, we must teke a skeptica view of this adaptive hypothesis until experimenta
and fidd investigations produce better data on the adaptive consequences of socia learning.
Asde from Roger’s paragitic scenario, the smplicity of socid learning in most species and its
close rdationship to individua learning invites the hypothesis that most socid learning isa
byproduct of individud learning thet is not sufficiently important to be shaped by natural
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selection. Human imitation, by contradt, is so complex as to suggest thet it must have arisen
under the influence of sdlection.

Eisenberg's (1981: Ch 23) review of alarge set of data on the encephdization of living
mammals suggedts that high encephaization is associated with extended association with
parents, late sexua maturity, extreme iteroparity, and long potentid life-gpan. These life cycle
attributes dl seem to favor socid learning (but dso any other form of time- consuming skill
acquisition). We would not expect thistrend if individud and socid learning were asmdll
component of encephaization relative to innate, information rich modules. On the latter
hypothesis, animas with aminima opportunity to take advantage of parenta experience and
parenta protection while learning for themselves ought to be able to adapt to variable
environments with arich repertoire of innate agorithms. Eisenberg’ s data suggest that large
brains are not normally favored in the absence of socia learning and/or socid facilitation of
individud learning. The study of any species that run counter to Eisenberg’s correation might
prove very rewarding. Large brained species with asmall period of juvenile dependence should
have a complex cognition bult disproportionately of innate informeation. Smilarly, smal-brained
socid species with prolonged juvenile dependence or other socid contact may depend relatively
heavily on smple learning and socidly learning srategies. Lefebvre and Pdameta (1988)
provide along ligt of animasin which socid learning has been more or less convincingly
documented. Recently, Dugatkin (1996) and Laand and Williams (1997) have demonstrated
socid learning in guppies. Even marginaly socid species may come under sdlection for
behaviors that enhance socid learning, asin the well known case of mother housecats who bring
partialy disabled prey to their kittens for practice of killing behavior (Caro and Hauser, 1992).

Some examples of non-human socid learning are clearly specidized, such as bird song
imitation, but the question is open for other examples. Agpects of the socid learning system in
other cases do show signs of adaptive specidization, illugtrating the idea that learning and socid
learning systems are only generd purpose relative to a completely innate system. For example,
Terke (1996) and Chou (1989, persona communication) obtained evidence from laboratory
gtudies of black rats that the main mode of socid learning is from mother to pups. Thisis quite
unlike the Situation in the case of norway rats, where Galef (1988, 1996) and coworkers have
shown quite conclusively that mothers have no specid influence on pups. In the black rat,
socidly learned behaviors seem to be fixed after ajuvenile learning period, whereas norway rats
continudly update their diet preferences (the best-studied trait) based upon individualy acquired
and socid cues. Black rats seem to be adgpted to more dowly changing environment than
norway rats. Terkel studied arat population that has adapted to open pinecones in an exotic
pine plantation in Isradl, anove and short-lived niche by most sandards, but one that will
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persist for many rat generations. Norway rats are the classic rats of garbage dumps, where the
sorts of foods available change on aweekly basis.

Human Versus Other Animas Culture

The human species position a the large-brained tail of the digtribution of late Cenozoic
encephalization suggests the hypothesis that our system of socid learning is merdy a
hypertrophied verson of a common mammaian system based subgtantidly on the synergy
between individud learning and smple sysems of socid learning. However, two lines of
evidence suggest that there is more to the story.

Firgt, human culturd traditions are often very complex. Subsistence systems, artistic
productions, languages, and the like are o complex that they must be built up over many
generdions by the incrementa, margina modifications of many innovators (Basdla, 1988). We
are utterly dependent on learning such complex traditions to function normaly.

Second, this difference between humans and other animds in the complexity of socidly
learned behaviorsis mirrored in amgjor difference in mode of socid learning. Aswe saw
above, the bulk of animd socid learning seems to be dependent mostly on the same techniques
used in individud learning, supplemented at the margin by a bit of teaching and imitation.
Experimenta psychologists have devoted much effort to trying to settle the question of whether
non-human animals can learn by “true imitation” or not (Gaef, 1988). True imitation islearning a
behavior by seeing it done. True imitation is presumably more complex cognitively than merely
using conspecifics behavior as a source of cuesto stimuli thet it might be interesting to
experience. Although there are some rather good experiments indicating some capacity for true
imitation in severa socidly learning species (Heyes, 1996; Zentdl, 1996; Moore, 1996), head-
to-head comparisons of children’s and chimpanzeg s ahilities to imitate show that children begin
to exceed chimpanzees capabilities at about 3 years of age (Whiten and Custance, 1996;
Tomasdllo, 1996, this volume). The lesson to date from comparative sudies of socia learning
suggests that smple mechanisms of socid learning are much more common and more important
than imitation, even in our close relaives and other highly encephdized species.

Why Is Complex Culture Rare?

One hypothesisis that an intringc evolutionary impedimernt exists, hampering the evolution
of a capacity for complex traditions. We show e sewhere that, under some sensible cognitive-
economic assumptions, a capacity for complex cumulative culture cannot be favored by
selection when rare (Boyd and Richerson, 1996). The mathematica result is quite intuitive.
Suppose that to acquire acomplex tradition efficiently, imitation is required. Suppose that
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efficient imitation requires consgderable costly, or complex, cognitive machinery, such asa
theory- of-mind/imitation module (Cheney and Seyfarth, 1990: 277-230, Tomasdllo, this
volume). If so, there will be a coevolutionary failure of capacity for complex traditions to evolve.
The capacity would be agreet fitness advantage, but only if there are culturd traditions to take
advantage of. But, obvioudy, there cannot be complex traditions without the cognitive
machinery necessary to support them. A rareindividua who has a mutation coding for an
enlarged capacity to imitate will find no complex traditions to learn, and will be handicapped by
an investment in nervous tissue that cannot function. The hypothesis depends upon there being a
certain lumpiness in the evolution of the mind. If even asmal amount of imitation requires an
expensve or complex bit of menta machinery, or if theinitid sep in the evolution of complex
traits does not result in particularly useful traditions, then there will be no smooth evolutionary
path from smple socid learning to complex culture,

If such an impediment to the evolution of complex traditions existed, evolution must have
traveled around- about path get the frequency of the imitation capacity high enough to begin to
bring it under positive selection for its tradition-supporting function. Some have suggested that
primete intelligence was originaly an adaptation to manage a complex socid life (Humphrey,
1976; Byrne and Whiten, 1988, Kummer et d., 1997; Dunbar, 1992, this volume). Perhapsin
our lineage the complexities of managing the sexud divison of |abor, or some smilar socid
problem, favored the evolution of a sophisticated theory-of-mind capacity. Such a capacity
might incidentally make efficient imitation possible, launching the evolution of eementary
complex traditions. Once eementary complex traditions exigt, the threshold is crossed. Asthe
evolving traditions become too complex to imitate easily, they will begin to drive the evolution of
il more sophigticated imitation. This sort of stickiness in the evolutionary processesis
presumably what gives evolution its commonly contingent, historical character (Boyd and
Richerson, 1992).

Conclusion

The evolution of complex cognition isacomplex problem. It is not entirely clear what
sdective regimes favor complex cognition. The geologically recent increase in the
encephdization of many mammadian lineages suggests that complex cognition is an adgptation to
a common, widespread, complex fegture of the environment. The most obvious candidate for
this sdlective factor is the deterioration of the Earth’s climate since the late Miocene, culminating
in the exceadingly noisy Pleistocene glacid dlimates.

In principle, complex cognition can accomplish a system of phenotypic flexibility by using

information rich innate rules or by using more open individuad and socid learning. Presumably,
the three forms of phenotypic flexibility are partly competing, partly mutudly supporting
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mechanisms that sdection tunes to the patterns of environmenta variation in particular species
niches. Because of the cost of brain tissue, the tuning of cognitive capacities will take placein
the face of a strong tendency to minimize brain Sze. However, usng strategic modeling to infer
the optima sructure for complex cognitive sysems from evolutionary fird principlesis
handicapped by the very scanty information on tradeoffs and congraints that govern various
sorts of cognitive information processing strategies. For example, we do not understand how
expengveit isto encode complex innate information rich computationa dgorithms reive to
coping with variable environments with rdaively smple, but il rlatively efficient, learning
heurigtics. Psychologists and neurobiologists might usefully concentrate on such questions.

Human cognition raises the ante for strategic modding because of its gpparently unique
complexity and yet great adaptive utility. We can get modest but redl |everage on the problem
by investigating other species with cognitive complexity gpproaching ours, which in addition to
great gpes may include some other monkeys, some cetaceans, parrots and corvids (Moore,
1996, Heinrich, Clayton, this volume). Our interpretation of the evidence isthat human cognition
is mainly evolved to acquire and manage cumulative culturd traditions. This capacity probably
cannot be favored whenrare, even in circumstances where it would be quite successful if it did
evolve. Thus, its evolution likely required, as a preadaptation, the advanced cognition achieved
by many mammdian lineagesin the last few million years. In addition, it required an adaptive
breskthrough, such as the acquisition of a cgpacity for imitation as a byproduct of the evolution
of atheory-of-mind capacity for socia purposes.
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